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Abstract

Information flow analysis is a program analysis that detects possible illegal information flow such as the
leakage of (partial information on) passwords to the public. Recently, several type-based techniques for infor-
mation flow analysis have been proposed for various kinds of programming languages. Details of those type
systems, however, vary substantially and even their core parts are often slightly different, making the essence
of the type system unclear.

In this paper we propose a typed lambda calcwiisas a foundation for information flow analysis. The
type system is developed so that it corresponds to a proof system of an intuitionistic modal logic of validity
by the Curry-Howard isomorphism. The calculus enjoys the properties of subject reduction, confluence, and
strong normalization. Moreover, we give a very simple proof of the noninterference property, which guarantees
that, in a well-typed program, no information on confidential data is leaked to the public. We also demonstrate
that a core part of the SLam calculus by Heintze and Riecke can be encodad into

Keywords: Curry-Howard isomorphism, information flow analysis, modal logic, noninterference, and type sys-
tems.

1 Introduction

Background. Increasing demands for security in software have recently been stimulating the research on languag
based security. Among such work is a program analysis technique adlbechation flow analysi§8, 24], which
statically checks whether or not secret information, such as passwords, is leaked by program execution.
Information flow analysis keeps track of how information on confidential data flows. In the literature, informa-
tion flow is classified into twoexplicit andimplicit flow. Explicit flow occurs when, for example, confidential
data are assigned to public variables while implicit flow arises from the control structure of a program: it occurs
when confidential data control which conditional branch to take. For example, consider the following program
fragment:

pub := if length(passwd) > 5 then 1 else 2;

and suppospub is a public variablepasswd is a confidential string, anéngth is a function to compute the
length of a given string. In information flow analysis, this program is considered insecure—even piassgiu
itself is not leaked, its partial information, that is, whethasswd is more than five characters, is leakegtd .
A principal correctness property of information flow analysis is cafiedinterference This property intuitively
means that, given a program that takes a confidential input and yields a public output, the output remains the san
no matter what value is given as the input.

Recently, a lot otype-basedechniques for information flow analysis have been proposed for various kinds
of languages, including procedural [27, 26], functional [10, 1, 23], object-oriented [19, 3, 4] and, concurrent



languages [25, 11, 12, 22, 15]. The basic idea of type-based analysis is as follows: (1) types are extended so th
they include security information as well as standard information on the kinds of values, sntbrat — int;

(2) typing rules are constructed by taking security information into account—for example, a conditional expression
whose test involves a high-security type is well typed only if both branches are given high-security types to prevent
implicit flow; and, finally, (3) a type reconstruction algorithm for the type system is developed. Type-based
information flow analysis has been drawing much attention, partially because it cleanly separates the specificatio
and algorithm of the analysis as a type system and type reconstruction, respectively.

Details of those type systems, however, vary substantially (apart from the difference of their base languages
and even their functional core parts are often slightly different. Also, fairly complicated techniques are used to
prove noninterference (especially in those for functional languages): some use denotational semantics [10, 1, :
and some use a non-standard operational semantics [23]. It makes it difficult not only to compare those technique
but also to grasp the essence of the type system and the noninterference property.

Our Goal and Approach. Our goal here is to give a foundational account for type-based information flow

analysis. To achieve this goal, we, inspired by the following observation, develop a natural extension of the

Curry-Howard isomorphism between a type system for information flow analysis and a certain modal logic.
Modal logic is a language to talk about truth relative to time or places, etc., which are abstracted as possible

worlds. Here, we talk about things like at what level the information on certain values can be available. So, it

seems to natural to relate the notion of security levels to possible worlds. Since information available at a lower

level is also available at a higher level, a suitable modality seemsltaakvalidity (or validity for simplicity) O,

which means “it is true at every level higher (or equal to) the security letlelt .. .” So, the fact that; is higher

than/y (or information can flow fronts to /1) can be regarded as that a possible wéylis reachable fronds. It

is expected that the propositiafy A naturally corresponds to the type that represents the values ofitgbehe

security level.

Our Contributions.  The contributions we make in this paper are summarized as follows:

e As discussed above, we point out an informal correspondence between a type system for information flow
analysis and a certain modal logic.

¢ To make this correspondence more formal, we develop a typedculus)\ with modal typeof the form
0,A and prove that it enjoys subject reduction, Church-Rosser, and strong normalization.

e We also prove noninterference, which is essential to information flow analysis. Our proof is very simple,
without using complex denotational techniques or non-standard reduction relations as in previous work.

e To demonstrate that] can be a foundation for information flow analysis, we develop encoding from (a
purely-functional subset of) the SLam calculus [10\ta

Structure of the paper The rest of the paper is organized as follows. Section 2 introdigesith its syntax,

type system and reduction. Section 3 proves its properties including noninterference. After showing how the SLan
calculus can be encoded xQ' in Section 4, we discuss related work in Section 5 and give concluding remarks in
Section 6. Most of the proofs are omitted for brevity.

2 The System\]

In this section, we define the typedcalculus)]. We first briefly introduce a proof system of the modal logic
discussed in the previous section and then proceed to the formal definithgh of



2.1 Modal Logic of Local Validity

The proof system is patrtially inspired by Pfenning and Davies’ formalization [21], based on the notion of judg-
ments.

The basic idea is to consider judgments to assert truth and local validity separately. Accordingly, a judgment
has two kinds of assumption sets and that of truth is writtén ..., A%; By, ..., B, v C. It meansC is true
at/ under the assumption thdt is trueeverywhere reachable frofp and B; is true at the current level. (In what
follows, we write A for Aﬁl, ..., A% andT for By, ..., B,,.) A locally valid assumption can be used only when
the current level is reachable from the level of the assumption, while the rule for (ordinary) truth assumptions are
as usual, as the following two rules:

Iy
Al AL ATl A,

A;Bl,...,Bj,...,Bm'_E Bj

Validity is expressed by a judgment of truth with zero truth assumptions. The introduction raleAcamounts
to internalizing a judgment of validity as a proposition and the elimination rule turpd s true” into “A is valid
ate”:
At C AT Y 0,4 A AT
A;T 0 0,0 AT C

The rules for other logical connectives are straightforward. For example, the elimination rule of implication is as
follows.

ATvtA—-B AT+ A
A;Tv!B

Note that the levels of the judgments must be the same.
Keeping this in mind, we proceed to the formal definition of our calculus.
2.2 Syntax

We first assume the countably infinite §&far of ordinary variablesranged over by, v, z, andMVar of modal
variables ranged over by andv. We also assume the partially ordered @&tC) of levels; elements of are
ranged over by.

The types of\] are simple types with the unit type, product types, sum types, and modal types.

2.2.1 Definition [Types]: The set of types, ranged over By B, andC, is defined by the following grammar:
Acz=unit| A—-A|AxA|A+A|0OA

The precedence of type constructor is given by the decreasing @yder x > + > — and the function type
constructor is right associative. For example— 0,B — A x C stands forA — ((0,B) — (A x C)) and
00,4 x 0,C + B — Afor (((3,4) x (3,0)) + B) — A.

2.2.2 Definition [Terms]: The set of terms, ranged over By and .V, is defined by the grammar:

M = z|lu|()|X:AM|MM|{(M,M)|m(M)|n2(M)]|e1(M) | t2(M)
| (caseM of v1(x) = M | 12(x) = M) | box, M | letbox,u = M in M



We omit parentheses according to the usual convention and assume that application is left associative. Alsc
bound variables and their scopes are defined in a customary maanens. M/ boundse in M ; caseM of v1(x1) =
Nj | t2(xz2) = N2 boundsr; andz, in N7 and Na, respectivelylet box, w = M in N boundsu in N.

Terms are mostly those of the simply typeaalculus with unit, products, and sums. We have two kinds of term
variables as the logic has two kinds of assumptions: truth and validity. As we shall see in typindpoxies]
corresponds to an application of the introduction ruleigrwhen viewed as a proof term, and can be thought
as asealingoperation where the sealed value is accessed at security/le@&milarly, let box,u = M in N
corresponds to an application of the elimination rule, when viewed as a proof term, and can be thought as unsealin
Operationally, ifM reduces tdox, My, thenlet box, v = M in N reduces taV in which M is substituted for
Uu.

Free variables are defined as usual except that there are two kinds of variables. VWMt ) (FOV(M ),
resp.) for modal (ordinary, resp.) variables that occur frefinFor exampleFMV({(t2(2), Az : A.zu)) = {u}
andFOV({t2(2), A\x : A.zu)) = {z} andFMV(let box, u = zvin uy) = {v}.

We write [M /x| ([M/u], resp.) for the capture-avoiding substitution /af for the ordinary variable: (the
modal variableu, resp.).

2.3 Type System

As discussed above, the judgment form of the Iogiﬁ—lfs, oo Al By By, v C. Accordingly, the type
judgment of A7 is of the formA; T ¢ M : A, read as M is given typeA at level¢ under modal contexi

and ordinary context.” A modal context, which corresponds Iltfl, ..., Al is a sequence of the form::* A

where modal variables in the sequence are pairwise distinct. Similarly, an ordinary context, which corresponds tc
By,..., Bn,is asequence of the form: B where variables in the sequence are pairwise distinct. We often write

‘.’ for the empty modal/ordinary context. When both contexts in a judgment are empty, they are simply omitted
and the judgment is writtea* M : A. We writeu ::* A € A whenA includesu ::* A. Similarly for ordinary
contexts.

The whole set of typing rules is given in Figure 1. We explain key rules in detail; other rules are fairly standard
(modulo two kinds contexts and the annotation of a level).

The ruleT-OvAR for ordinary variable reference is just as usual. On the other hand, modal variables can be
used only when the level of the variable is lower than or equal to the current level (the-Mi&R). From the
viewpoint of information flow, a program at a lower level cannot refer to a variable of a higher security level,
preventing confidential information from flowing into irrelevant levels. It may first appear that th&-lear is
too strict because a term containing a (modal) variable of high security as a free variable is regarded as confidenti
computation even if the variable is just discarded. However, with a certain programming style, we can remedy it:
(a core of) the SLam calculus can be encoded Mt@s we discuss in Section 4. In this sensgjs as expressive
as the SLam calculus.

The ruleT-Box introduces modal types.Since/A is true” stands for “A is true everywhere reachable frgin
the premise must be a judgment of validity, that is, the ordinary context must be empty. Since the judgment doe:
not depend on any assumptions of a particular level, it holds at any level, Herimr weakening, any ordinary
context can be placed in the conclusion. With the terminology of information flow, a sealed piece of code may be
used at an arbitrary level above or equal.teo it cannot refer to (ordinary) variables available only at a particular
security level.

The last ruleT-LETBOX eliminates modal types. It turng® A is true” into “A is valid at¢” and addsu ::¢ A
to the modal context to dedudg It might look odd that is not necessarily related toat which M is unsealed.

Actual access restriction is enforced WM VAR and, ifu is used inV (not undeibox;, ), it should be the case that
(.



ATV M: Ay x Ay i€ {1,2}

x:A el T-OVAR AT (M) = A
ATz 4 (T-Ovar) (T-PrO)
ul' A e A rCY ATvEM: 4 ic{l,2} (T-INJ)
ATvlu:d (T-MVAR) AT b i(M) 2 Ay + A
. 4 .
A;T w4 () @ unit (T-UNIT) AT M Ay + Ay

A;F,.%'l . Al I—Z N1 : B
AT, 29 : Ao vt Ny : B
(T-ABS) A;I'+‘caseM of 1;(z1) = Ny | ta(w2) = Ny : B
(T-CasE)

AT, z: At M : B
ATVl de:AM:A— B

ATv!M:A— B ATHEN A
ATV MN:B

(T-APP) Ay M A

7 (T-Box)
A:T'v+"boxy M : Op A

ATv!M:A AT N:B

(T-PaIR) AT M OpA Au:' AATV!N:B
ATt (M,N): Ax B

A;Tvtletboxyu=Min N : B
(T-LETBOX)

Figure 1: Typing Rules of}

2.3.1 Example: If ¢ C ¢, then the type judgmemt’ \z : O,A.letbox,u = z in w : 0,4 — A can be derived.
By ignoring levels, this type can be viewed as to a variant of the axiom M.
2.3.2 Example: If ¢ C /5 and/s C /3, then
4 Az Oy, (A — B).letboxy, u =z in Ay : Og, A.let boxg, v = y in box, (uv)
: Dél(A — B) — O, A — Op, B

is derivable. This type corresponds to a variant of the axiom K.

2.4 Operational Semantics

Operational semantics is given by the reduction relation of the farm— M’, read as M reduces td/’ in one
step.” The computation rules are given as follows.
()\x . A.Ml)MQ I [MQ/JZ]Ml
7Ti(<M1,M2>) — M,L
C&SGLZ‘(M) of Ll(fﬂl) =N ’ LQ(SCQ) = Ny —> []\4/1‘1]]\7Z
let box,u =box, Min N — [M/u]N

They can be applied at any point in a term, so we also need the obvious congruence fulesi# M7, then
My My — M{ My, and the like), which we omit here.

2.4.1 Example: Let M = (Az : OyA.letbox,u = xin ma(u)) (box, (M1, Ms)). Then, M reduces tal/» as
follows:

M — [boxg (M, Ms)/x]letbox,u = x in ma(u) (= letbox,u = boxy (M, Ma) in ma(u))
—  [(My, Ma)/ulma(u) (= ma((My, Mz))) — Ma



3 Properties of \}

In this section, we show that]’ satisfies basic properties including subject reduction, Church-Rosser and strong
normalization. Then, we show that it also satisfies the noninterference property, as expected.

3.1 Basic Properties

All the statements of the properties mentioned above are standard. Note that, in Subject Reduction, not only is th
type of a term preserved during reduction but also is the level at which the type judgments are derived. They ar
proved by standard techniques.

3.1.1 Theorem [Subject Reduction]:If A;T+¢ M : AandM — N thenA;T' ¢ N : A.

3.1.2 Theorem [Church-Rosser]: If M —— M; andM —— M, then there exists a terid such that\/; — N
and M, — N.

3.1.3 Theorem [Strong normalization]: If A;T'+~ M : A, thenM is strongly normalizing.

3.2 Noninterference

One of the most important correctness propertiemisnterferencewhich intuitively means that a program input
at a high security level does not affect the program output at a lower level. To state this property more formally,
we require the following technical definition.

3.2.1 Definition [Transparent ground types]: A type A is transparent ground type at levéif and only if:
1. A = unit,
2. A= A; x As and both4; and A, are transparent ground type</at
3. A= A; + A, and bothA; and A, are transparent ground types/abr

4. A=0pAgandl C ¢ andA is transparent ground type &t

Intuitively, a transparent ground typefatepresents values of which it is effectively possible to inspect equality.
Now, the noninterference property is stated as follows:

3.2.2 Theorem [Noninterference]: If u ::* A;-+Y M : B and B is a transparent ground type &tand¢ Z ¢,
then, there exists a unique normal for’ (modulo a-conversion) such that, for any, if ! N : A, then
[N/ulM = M’

In this statementy serves as a high level input, whose information is not allowed to flow into thedefrence
¢ IZ ?"). The condition onB expresses the fact that the valueibtan be inspected (or observed) at leffelThus,
it cannot include function types or modal types at a level irrelevafit to

This theorem can be proved by a very simple manner: it turns out that the modal variable that stands for ¢
high level input will disappear during reduction—this is shown simply by inspecting the structure of normal forms
(Theorem 3.2.4). Then, Theorem 3.2.2 is obtained as an easy corollary. We sketch the proof below.

First, we introduce neutral terms which correspond to applications of the elimination rules.

3.2.3 Definition [Neutral terms]: A term isneutralif it is of the formz, u, M N, m;(M), caseM of 1 (z1) =
Ny | t2(x3) = No, orletbox,u = M in N.



3.2.4 Theorem: If w ::! A;- +¥ M : B and M is a normal form and3 is a transparent ground type &tand
u € FMV(M), then/ C 7.

Proof: By induction on the derivation af ::* A4;-+* M : B with case analysis on the last rule used. O
Finally, we can prove Theorem 3.2.2.

Proof of Theorem 3.2.2: Let M’ be a normal form such that/ —— M’. By Theorem 3.1.1yu Y At
M’ : B. Then, by the assumptiof Z ¢ and (a contraposition of) Theorem 3.2:4,¢ FMV(M'), hence
[N/u]M' = M’. By using the fact thabd — M’ implies[N/u]M — [N/u]M’, we have[N/u]M —— M,
which is a normal form. By Theorems 3.1.2 and 3.1.3, any reduction sequenc@Nrarii/ will end with M.
[l

4 Encoding the SLam Calculus

In this section, we show how (a pure fragment of) the SLam calculus [10] can be encoded inRecursive
functions have been dropped because the target langidagenot equipped with them. Also, we have dropped
protect in the SLam calculus for the following reasons: (1) the static semantipsotéct , which raises

the security level of the type of the operand, can be simulated by application of a coercion function; (2) the
dynamic semantics girotect , which dynamically raises the security level of a value, is not relevant to ensure
noninterference—even if it was “nop,” noninterference could be proved. (In fact, coercion functions used in our
encoding are essentially identity functions.) We first briefly review the definition of the SLam calculus and then
show the translation with its correctness theorems.

4.1 Review of the SLam Calculus

Let £ be a join semilattice of security levels, ranged overbyhe elements of are ordered b{C and the binary

join of /1 and/s is written¢; V £2. A type, more precisely a secure type, in the SLam calculus is a simple type
where every type constructor is annotated with a security level, which signifies at which level the information on
a value of the type may be available.

4.1.1 Definition [SLam types]: The set ofSLam typesranged over by, and the set dLam secure typesanged
over bys are defined as follows:

t == unit|sxs|s+s|s—s
s u= (t,0)

Whens = (¢, ¢), we often writes e ¢’ for (¢,¢ \ ¢') andgs for ¢.

4.1.2 Definition [SLam expressions]:The set of expressions, ranged over by the metavaréglaee formed by
the typing rules in Figure 2.

An operational semantics of the SLam calculus is given by the following computation rules together with
congruence rules, omitted for brevity.

(Ax @ s.ep)peq ~  [e1/z]eo
mi((e1,e2)¢) ~ e
CaSELi(eo)g of L1(£L’1) = €1 ‘ L2($2) = €62 ~ [eo/iﬁi]ei



I(z)=s I'—e:s s<¢ e (- (unit.0) I',z:s1+eg: 89

F'—xz:s F'e:s I+ (Az:sy.e0)p: (81— s2,f)

T+ e (s2 = s0,4)
T're9: 59 T're1:95 Frer:50 Tre:(s)xs9,f) F'—e:s;
I'—ejex:spef I (eg,ea)p: (51 X $2,0) L' mi(e):s; 0/ I i(e)e: (s1+ s2,4)

I e (514 s2,¢)
I,zq:s51+—e€1:5 [,20:8¢e3:5 (Y
'+ caseey Of 11(x1) = €1 | 1a(2) = €2 : 50/ (unit, ¢) < (unit, ¢')

(Y sp < s1 59 < 8 (Y s1 < 8 s9 < & (Y s1 < 8 s9 < 8
(51— 82,€) < (8] — s, (51 X 82,0) < (8 x s5,¢') (514 82,€) < (s} +53,0)

Figure 2: Typing rules of a core of the SLam calculus

Translation from subtyping to coercion: s; < so \ M‘

KEE/ Egél s’lgsl\Ml SQSS/Q\MQ
(unit, £) < (unit, ) N\ (s1 = $2,0) < (8] — sh, 0 )\,
Az : Ogunit.let box, u, = x in u, Az |(s1 — s9,0)|.letboxp u, = x in

Ay [s1]- My (DOXys, (s (DOXgs, (M1y))))

Egél slgs'l\Ml SQSS’Q\MQ EEE’ SlgSll\Ml SQSS&\]\/IQ
(s1 X 82,0) < (8] x sh,0) N\, (s14 s2,0) < (s] + 85,0) \,
Az i |(81 X s2,0)|.letbox, u, = x in Az : |(s1 + s2,0)|.let box, u, = x in

(bOXys; (M (1 (ur))), DOXey (Ms (w2 (1)) CaS€U Of 11 (y) = 11(DOXes, (M 1)) | 12(2) = 12(bOXys, (M2 2))
Figure 3: Translation from SLam tg;

4.2 Translation from SLam to )Y

The translation from the SLam calculusXg is rather straightforward. We tak&as the partially ordered set of
levels. Secure types are translatedXg)(types by the functioms|:

unitf = unit, |si0psz| = [si[oplsal, [(t,€)] = Oglt]

whereop is x, +, or —. For the sake of simplicity, we assume that all bound variable names are different and
there is a bijection from the set of SLam variables to the set of modal variables. The modal variable corresponding
to x is writtenu,, below. Then, type-directed translation rules for expressions are given in Figures 3 and 4.

As will be formally stated in Theorem 4.2.1, a SLam expression of typ8 will be translated to a term typed
at /. The translation follows the following patterns: (1) when a subexpression is consumed by a given SLam
operation (for examples; eo consumesg; but notes), it is translated to the corresponding operation and the result
is immediately unsealed; and (2) when a subexpression is not really consumed by an operation (for example
none of function application, pairing, and injection consume their arguments), the subexpression is first seale
and passed to the operation. This straightforward translation can introduce a lot of unsealing followed by sealing
developing an optimized translation may be of interesting.

As mentioned in Section 2, a term containing a (modal) variable of high security as a free variable is regardec
as confidential computation even if the variable is just discarded. The translation patterns also show how to avoi



Translation of expressions:I' + e : s \ M‘

I(z) =s Pre:s\\N s<s N\ M -
D28\, Uy I'—e: s\ M (boxs N) L= (e : (unit, £) N\ )
T ey : (52— s0,8) \, My ' eg 89\, M
Dox:sreg:sg \\ M u ¢ FMV(M;) U FMV(M3)
L' (A :s.ep)e: (s — s0,0) \ I'—ejep:sgel ™\ letboxys, u = M (boXys, Ms) in u
Az @ |s|.let box, u, = x in boxys, M
L'ep:s1 \ M Fre:(s1 X82,0) \\ M
L' e3:89\ Mo i€ {1,2} u & FMV(M) Fe:s; \\ M i€ {1,2}
T (e1,ea)0: (81 X 82,0) \, T m(e):s; 0l I vi(e)e: (514 52,£) N\, ti(DOXys, M)
(boxgs, M, boxss, My) let boxy,, v = m; (M) inu

T+ ep: (s1+ 82,0) \, My Tx:sivwep:s\, M Iy:so-e3:5\, Ms
'+ caseeg Of 11(z) = €1 | t2(y) = ea: sl
caselM of v1(x) = let boxys, u, = x in M | 12(y) = let boxys, u, =y in M,

Figure 4: Translation from SLam tg;

such undesirable increase of security levels. Unless a modal variable is really consumed, it can be passed
elsewhere by putting in laox, making the security level of the whole expression unrelated to that of the variable.
Correctness of the translation is given by Theorem 4.2.3. It requires auxiliary theorems stating that translatior
preserves typing and semantics with the following definitions.
Translation of SLam contexts to modal contexts is given as follows:

121 (t1,01), o @t (bns )] = gy = 1], g, 2 |t
We writee || ¢/ whene ~ ¢’ and there is ne” such that’ — ¢”.

4.2.1 Theorem [Translation Preserves Typing]:If '+ e : (¢, ¢), then there existd/ such thal’ + e : (¢,4) \,
M and|T|;-+* M : |t].

4.2.2 Theorem [Adequacy]: If — e : (,£) \, M andt is ground, there || ¢’ iff M —— M’ andr ¢’ : s \, M’
for somes < (t, ¢) and normal form\/’.

4.2.3 Theorem [SLam Noninterference]: Let ¢; and/, be any two elements . If ¢; [Z ¢ andz : (¢,41) +
e : ((unit, £3) + (unit, £2), £2), then for anye; andes such that-e; : (¢,¢1), [e1/z]e § v iff [ea/x]e | v.

Proof sketch: By Theorem 4.2.1x : (t,41) v e : ((unit,£3) + (unit, ¢3),62) \, M andu, ;- — M :
Oy, (Og,unit + Oy, unit). Then, the conclusion is immediate from Theorem 3.2.2. O

5 Related Work

Type-based Information Flow Analysis. As mentioned before, there have been a lot of type-based techniques of

information flow analysis for various kinds of languages [10, 1, 23, 19, 3, 25]. (See also Sabelfeld and Myers [24]
for an excellent survey of this area.) Among them, close to ours are of course ones for functional languages [10
1, 23]. Itis interesting to see that even their core type systems and semantics are slightly different from eact



other and that the proofs of noninterference are also significantly different, accordingly. For example, Heintze anc
Riecke [10] and Abadi et al. [1] proved noninterference for variants of the SLam calculus, by using denotational
techniques, while Pottier and Simonet [23] did it, by developing a customized operational semantics that car
express two executions with different high security inputs at once. On the other hand, our noninterference proof s
very simple, and essentially based on the observation that high security inputs simply disappear during reductior
Of course, this argument was possible as we have (1)3fusiduction, where any subterms—even terms under
lambda abstractions—can be reduced and (2) nondeterministic reduction that allows to delay computation at .
higher level! So, we think it doesn't directly extend to a language with side-effects. Nevertheless, we believe it is
worth noting that noninterference for a purely functional languagasy to prove.

To perform precise analysis for the while language with (first-order) procedures, Volpano and Smith [26] in-
troduced procedures polymorphic with respect to security levels, that is, procedures parameterized by variable
ranging over security levels. Although our calculus is not equipped with such a notion, it would be in principle
possible to introduce the universal quantifier for possible worlds to our language. For example, the type of a
function that takes two integers of the same security level and yields their sum might be written something like
Vn € L.(Oyint x Oyint — Oyint).

Barthe and Serpette [4] developed a type system for information flow analysis (and binding time analysis) for
FOb <. [2], an object calculus with a first-order type system and subtyping, and proved noninterference. Their
approach to proving noninterference is very similar to ours: both proofs are entirely syntactic and use the fact tha
a normal form at some level cannot contain higher-level variables. Our proof may appear slightly more involved
since we use Church-Rosser and Strong Normalization properties, which are required only because we adopt fu
B-reduction and do not fix the evaluation strategy. On the other hand, Barthe and Serpette assumed the norm
order for reduction; so, it always leads to a normal form (if any), making the proof look slightly simpler.

Monadic Type Systems and Lax Logic. One of the closest related work is Abadi et al.’'s dependency core
calculus (DCC) [1]. Its purpose is to give a unified account for more general program analysis—dependency
analysis, of which information flow analysis is one instance. DCC, an extension of Moggi's computational lambda
calculus [17], is equipped with monadic typ&3A, indexed by a predetermined lattice elemént

We believe that similarity to our modal typeg A is not superficial. In fact, the computational lambda calculus
has been found to correspond to a modal logic called lax logic [5, 9]. One standard interpretation of lax modality,
usually written( A, is “A is trueunder some constraifitand the elimination rule of lax modality is given as:

' (OA I''Av (OB
'-(OB

It corresponds to the typing rule for monadic bindirigd = = M in N by interpreting0) as the monadic type
constructor. Later, Pfenning and Davies [21] pointed out that the lax modalitgin be decomposed as “possibly
necessary®>0. On the other hand, our modal typesA could be decomposed &y0A, where@,A would
mean ‘A is true at the world.” In some sense, inE, it is made explicit at which world A holds, while, in lax
logic and the original computational lambda calculus, it is abstracted out by the possibility madattywever,

the typing rules of\;’ and DCC are rather different. It is left for future work to figure out how they (do or do not)
correspond to each other.

Type Systems Based On Modal Logic. Recently, several typed calculi based on proof systems of modal logic
have been proposed for various purposes: staged computation [7], binding-time analysis in partial evaluation [6]

1Strong normalization and Church-Rosser guarantee that noninterference holds under any reduction strategy, though.
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a formal account for the notion of meta-variables [20], and distributed computation [18, 13]. Each calculus (in-
cluding \J) has slightly different modality, specialized to its purpose. To our knowledge, our work is the first to
point out the relevance of modal logic to security or dependency analysis.

6 Conclusion

We have developed a typed lambda-calculfisto give a foundational account for type-based information flow
analysis. The calculus corresponds, by (a natural extension of) the Curry-Howard isomorphism, to a proof systen
of an intuitionistic modal logic of local validity. The correspondence is based on the observation that security
levels can be interpreted as possible worlds, legal directions of information flow can be as the reachability relatior
on possible worlds, and security types can be as propositions of validity. The calculus is shown to satisfy desirable
properties including subject reduction, Church-Rosser, strong normalization. Moreover, we have found the nonin:
terference property, a correctness property essential for information flow analysis, can be proved in a very simple
syntactic manner, without involving denotational semantics or non-standard operational semantics. We also sho
that a purely functional core of the SLam calculus can be encoded\jhtand that its noninterference can be
proved in terms of\>.

We briefly discuss possible future work below.

As mentioned in the last section, we conjecture that DCC’s monadic types have strong connection with our
modal types, although the type system is rather different. It is interesting work to investigate Curry-Howard
isomorphism for DCC and study its logical interpretation.

We have studied a modal logic with validity as the only modality. It remains as an open question whether there
is any sensible interpretation of modal possibility [21] in our context.

Recently, type-based information flow analysis for low-level languages such as the Java Virtual Machine Lan-
guage (JVML) has been studied [16]. Since a type system for JVML can be interpreted as a variant of Gentzen’
sequent calculus [14], we think it would be possible to apply our idea and develop a correspondence for low-leve
languages.

It may be an interesting question to answer how general our overall approach to foundations for type-basec
program analyses is. There have been a lot of type-based program analyses that use non-standard type system
non-standard in the sense that types are decorated with information peculiar to the purpose of the analysis. It me
be possible to find yet another correspondence between type-based program analyses and (modal) logic. Su
work will be useful to deepen understanding of the essence of program analyses, as our work have been so fi
information flow analysis.
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