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Abstract. This paper shows that the stream models of Nakazawa and Katsumata can be adapted to a typed setting for an extension of the $\Lambda\mu$-calculus, called $\Lambda\mu_{\text{cons}}$. It shows the typed $\Lambda\mu_{\text{cons}}$ is sound and complete with respect to the stream models. It also shows that any individual stream model with whole function spaces and infinite bases characterizes the extensional equality. This result corresponds to Friedman’s theorem for the simply-typed $\lambda$-calculus and the full type hierarchies.
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1 Type System for $\Lambda\mu_{\text{cons}}$

The calculus $\Lambda\mu_{\text{cons}}$ can be considered as an extension of Parigot’s $\lambda\mu$-calculus, and it is essentially the same as the nil-free fragment of the extended version of the stack calculus in [3]. We use the notation $ta$ to express named a term $[\alpha]t$ in the original $\lambda\mu$-calculus, following the idea from [15] and [4] that it is a function application of $t$ to a stream $\alpha$.

Definition 1 (Terms and streams). We are supposed to have two sorts of variables: term variables, denoted by $x, y, z, \cdots$, and stream variables, denoted by $; \cdot ; \cdots$. The set of the term variables and the stream variables are denoted by $\text{TV}$ and $\text{SV}$, respectively.

The terms and the streams of $\Lambda\mu_{\text{cons}}$ are defined as

\[
\begin{align*}
t, u &::= x \mid \lambda x.t \mid ts \mid \mu \alpha.t \mid tS \mid \text{car} S \\
S &::= \alpha \mid t :: S \mid \text{cdr} S
\end{align*}
\]

The set of the $\Lambda\mu_{\text{cons}}$-terms and the set of $\Lambda\mu_{\text{cons}}$-streams are denoted by $\text{Tm}$ and $\text{St}$, respectively. Occurrences of $x$ in $\lambda x.t$ and occurrences of $\alpha$ in $\mu \alpha.t$ are considered to be bound. A variable occurrence which is not bound is called free.

The type assignment system for $\Lambda\mu_{\text{cons}}$ given here is inspired by the type system for the $\Lambda\mu$-calculus of de’Liguoro in [6], and adopting recursive types to represent types of streams like [8].

The types of streams will be introduced as non-empty lists of types of individual data such as $[\delta_0, \delta_1]$, which is a special case of the recursive types, and which is just an abbreviation for $\mu \chi.\delta_0 \times \delta_1 \times \chi$. The following axiomatization for the equivalence on the stream types are based on the idea borrowed from well-known results for recursively defined trees in [14, 9, 1], and [2].
Definition 2 (Type assignment for $A_{\mu_{\text{cons}}}$). The types consist of two sorts, term types and stream types, which are inductively defined as

\[ \delta ::= X \mid \sigma \rightarrow \delta \]
\[ \sigma ::= [\delta_0, \ldots, \delta_{n-1}] \mid \delta \times \sigma, \]

where $[\delta_0, \ldots, \delta_{n-1}]$ is a non-empty finite list of types. The relation $\sim$ on the types and the stream types is defined as the smallest compatible equivalence relation satisfying the following rule schemata.

\[ [\delta_0, \ldots, \delta_{n-1}] \sim \delta_0 \times [\delta_1, \ldots, \delta_{n-1}, \delta_0] \]  
(Fld) \hspace{1cm} \frac{\delta_0 \times \cdots \delta_{n-1} \times \sigma \sim \sigma}{[\delta_0, \ldots, \delta_{n-1}] \sim \sigma} \hspace{0.5cm} (Ctr)

A term context $\Gamma$ and a stream context $\Delta$ are finite lists of pairs of the form $(x : \delta)$ and $(\alpha : \sigma)$, respectively, in which each variable occurs at most once.

The typing rules of $A_{\mu_{\text{cons}}}$ are the following.

\[ \Gamma, x : \delta \mid \Delta \vdash x : \delta \]  
(Ax) \hspace{1cm} \frac{\Gamma, \Delta, \alpha : \sigma \vdash \alpha : \sigma}{\Gamma \mid \Delta \vdash \alpha : \sigma} \hspace{0.5cm} (SAx)

\[ \Gamma, x : \delta \mid \Delta \vdash t : \sigma \rightarrow \delta' \]  
(Lam) \hspace{1cm} \frac{\Gamma \mid \Delta \vdash u : \delta}{\Gamma \mid \Delta \vdash \lambda x.t : \delta \times \sigma \rightarrow \delta'} \hspace{1cm} (App)

\[ \Gamma \mid \Delta \vdash \mu \alpha.t : \sigma \rightarrow \delta \]  
(Mu) \hspace{1cm} \frac{\Gamma \mid \Delta \vdash t : \sigma \rightarrow \delta}{\Gamma \mid \Delta \vdash t : \Delta'} \hspace{0.5cm} (SApp)

\[ \Gamma \mid \Delta \vdash t : \Delta \]  
(Cons) \hspace{1cm} \frac{\Gamma \mid \Delta \vdash S : \Delta \times \sigma}{\Gamma \mid \Delta \vdash \text{cdr} S : \sigma} \hspace{0.5cm} (Cdr)

\[ \Gamma \mid \Delta \vdash t : \Delta \]  
(TEq) \hspace{1cm} \frac{\Gamma \mid \Delta \vdash t : \Delta \sim \delta'}{\Gamma \mid \Delta \vdash t : \delta'} \hspace{0.5cm} (SEq)

In the following, we suppose that each variable is assigned a fixed type. The variable $x$ assigned the type $\delta$ is denoted by $x^\delta$. The variables $x^\delta$ and $x'^\delta$ are considered as distinct variables when $\delta$ and $\delta'$ are different types. For terms and streams, we also use the annotation such as $t^\delta$ and $S^\sigma$ to make their types explicit.

Definition 3 (Extensional equality). The axiom schema of $A_{\mu_{\text{cons}}}$ are the following:

\[ (\lambda x.t)u = t[x := u] \]  
($\beta_T$) \hspace{1cm} \[ (\mu \alpha.t)S = t[\alpha := S] \]  
($\beta_S$) \hspace{1cm} \[ \lambda x.tx = t \]  
($\eta_T$) \hspace{1cm} \[ \mu \alpha.t \alpha = t \]  
($\eta_S$) \hspace{1cm} \[ \text{car}S :: (\text{cdr}S) = S \]  
(surj) \hspace{1cm} \[ \text{cdr}(t :: S) = S \]  
(cdr) \hspace{1cm} \[ t(u :: S) = (tu)S \]  
(assoc)
where, \( t \) contains no free \( x \) in \( (\eta_T) \), and \( t \) contains no free \( \alpha \) in \( (\eta_S) \). The reflexive, symmetric, transitive, and compatible relation \( =_{\text{con}} \) is defined from the above axiom schema. The relation \( \Gamma \vdash t_1 = t_2 : \delta \) means that \( \Gamma \vdash t_i : \delta \) \((i = 1, 2)\) and \( t_1 =_{\text{con}} t_2 \) hold. For simplicity, we write just \( t_1 =_{\text{con}} t_2 \) to mean \( \Gamma \vdash t_1 = t_2 : \delta \) for some \( \Gamma, \Delta, \) and \( \delta \).

We use the following abbreviations

\[
\text{cdr}^0 S \equiv S \quad \text{cdr}^{i+1} S \equiv \text{cdr}(\text{cdr}^i S) \quad \text{cdr}^i (S) \equiv \text{car}(\text{cdr}^i S)
\]

for \( i \geq 0 \). We have \( \text{cdr}^i (t_0 :: t_1 :: \cdots :: t_n :: \alpha) =_{\text{con}} t_i \) for \((0 \leq i \leq n)\).

In \( A_{\text{con}} \), the \( \mu \)-rule ((\mu.x)t)u = \mu.x[\alpha := u :: \alpha] \] is admissible as follows.

\[
(\mu.x)t =_{\text{con}} \mu.x.((\mu.x)t)u \beta \\
=_{\text{con}} \mu.x.((\mu.x)(u :: \beta)) \\
=_{\text{con}} \mu.x.\langle \alpha := u :: \beta \rangle \\
\equiv \mu.x[\alpha := u :: \alpha].
\]

The choice of the equivalence is not essential for the following discussion, and we can adopt the equivalence defined by only the fold/unfold axiom as [8]. In fact, the properties shown in this paper can be proved for more general setting in which types of streams are represented as infinite product types, called the expanded types as follows.

**Definition 4.** 1. The expanded types are defined by

\[
\delta : = X \mid \sigma \to \delta \quad \sigma : = \Pi_{i \in \mathbb{N}} \delta_i
\]

We use the notation \( \delta_0 \times \cdots \times \delta_{n-1} \times \Pi_{i \in \mathbb{N}} \delta_i \) also for the expanded types to denote the infinite product \( \Pi_{i \in \mathbb{N}} \delta_i \) where

\[
\delta_i^\sigma = \begin{cases} 
\delta_i & 0 \leq i < n \\
\delta_{i-n} & i \geq n
\end{cases}
\]

2. Given a stream type \( \sigma \) and \( i \in \mathbb{N} \), we define \( (\sigma)_i \) by

\[
([\delta_0, \cdots, \delta_{n-1}])_i = \delta_{i \mod n} \\
(\delta \times \sigma)_i = \begin{cases} 
\delta & (i = 0) \\
(\sigma)_{i-1} & (i > 0)
\end{cases}
\]

where \( i \mod n \) denotes the remainder of the division of \( i \) by \( n \). We also define the function \( (\sigma)_i \) for the expanded types as \( (\Pi_{i \in \mathbb{N}} \delta_i)_i = \delta_i \).

3. The expansion of the types is the following function from the types to the expanded types.

\[
\langle X \rangle = X \\
\langle \sigma \rangle = \Pi_{i \in \mathbb{N}} \langle (\sigma)_i \rangle \\
\langle \sigma \to \delta \rangle = \langle \sigma \rangle \to \langle \delta \rangle
\]
Note that the relation $\sqsubset$ defined as
\[
\sigma, \delta \sqsubset \sigma \rightarrow \delta \quad \delta_i \sqsubset \Pi_i \in \delta_i
\]
is a well-founded order, and we will use the induction on this order.

**Proposition 1.** $\delta \sim \delta' \ (\sigma \sim \sigma')$ iff $\langle \delta \rangle = \langle \delta' \rangle \ (\langle \sigma \rangle = \langle \sigma' \rangle$, respectively).

It is a corollary of the completeness of the axiomatization, for example, in [1], and we can also prove it directly. See Appendix A for more details.

**Example 1.** In [10], SCL is proposed as a combinatory calculus which is equivalent to the $\Lambda \mu$-calculus. However, some constants of SCL are not typable and some of the others have only restricted types in the original typed $\lambda \mu$-calculus. On the other hand, the $\Lambda \mu_{\text{cons}}$-terms corresponding to SCL-constants are typable such as
\[
(K_1) : \vdash \lambda x. \mu \alpha. x : \delta \times \sigma \rightarrow \delta
\]
\[
(W_1) : \vdash \lambda x. \mu \alpha. x \alpha : (\sigma \rightarrow \sigma \rightarrow \delta) \times \sigma \rightarrow \delta
\]
for any term types $\delta$ and any stream types $\sigma$.

The calculus $\Lambda \mu_{\text{cons}}$ is a natural extension of the $\Lambda \mu$-calculus, since the $\Lambda \mu$ is the $(:, \text{cdr})$-free fragment of $\Lambda \mu_{\text{cons}}$. The calculus $\Lambda \mu_{\text{cons}}$ is also close to the $\lambda \mu$-calculus considered in [17], which explicitly has the expressions for continuations but no cdr operator. The main difference from these existing calculi is the surjectivity axiom ($\text{surj}$), and hence conservativity of these extensions is not clear. We will discuss the relationship with existing calculi in Section 4.

As we will discuss in Section 4, the types of $\Lambda \mu_{\text{cons}}$ can be seen as a restriction of the types of $\Lambda S$ of [12], but, regarding typability, $\Lambda \mu_{\text{cons}}$ is not less than $\Lambda S$. Furthermore, it has some fundamental properties such as subject reduction and strong normalization for a reduction system for $\Lambda \mu_{\text{cons}}$ [11].

# 2 Stream Models for Typed $\Lambda \mu_{\text{cons}}$

The idea of the stream models is adapted to the typed $\Lambda \mu_{\text{cons}}$.

In the following, we consider families of sets $A^\delta$ indexed by the expanded types, and the terms of type $\delta$ is interpreted as elements in $A^{\langle \delta \rangle}$. For simplicity, we do not distinguish the notation for the types and the expanded types, using the notation $A^\delta$ for $A^{\langle \delta \rangle}$.

**Definition 5.** 1. A stream pre-model $A$ for the typed $\Lambda \mu_{\text{cons}}$ consists of the following:

- $\{A^\delta\}_\delta$ and $\{A^\sigma\}_\sigma$: families of sets indexed by the expanded types.
- A function $(\ast) : A^\sigma \rightarrow \delta \times A^\delta$ for each $\sigma$ and $\delta$ such that
\[
\forall f, g \in A^\sigma \rightarrow \delta, [\forall s \in A^\sigma. [f**s = g**s] \Rightarrow f = g].
\]
A bijection (::) from \( A^\delta \times A^\sigma \) to \( A^{\delta \times \sigma} \) for each \( \delta \) and \( \sigma \), the inverse of which consists of the projection functions \( \langle \text{Car}, \text{Cdr} \rangle \). Then, we define the \( i \)-th projection function \( \pi_i : A^\sigma \to A^{\sigma_i} \) for each \( i \geq 0 \) as \( \pi_i(s) = \text{Car}(\text{Cdr}^is) \).

2. For a stream pre-model \( A \), an environment on \( A \) is a map from variables to \( A \) such that \( \rho(x^\delta) \in A^\delta \) for each \( x^\delta \in TV \) and \( \rho(\alpha^\sigma) \in A^\sigma \) for each \( \alpha^\sigma \in SV \).

The set of environments on \( A \) is denoted by \( \text{Env}^A \).

3. A stream model \( A \) is a stream pre-model equipped with the meaning function \( \llbracket \cdot \rrbracket \) such that the following hold:

- \( \llbracket x^\delta \rrbracket_\rho = \rho(x^\delta) \) and \( \llbracket \alpha^\sigma \rrbracket_\rho = \rho(\alpha^\sigma) \).
- \( \llbracket \lambda x^\delta.t^\sigma \rrbracket_\rho \in A^{\delta \times \sigma - \delta} \), and \( \llbracket \lambda x^\delta.t^\sigma \rrbracket_\rho s = \llbracket \llbracket \lambda x^\delta \rrbracket_\rho t^\sigma \rrbracket_\rho s \) for any \( s \in A^{\delta \times \sigma} \).
- \( \llbracket t^\delta \rrbracket_\rho \in A^{\delta - \delta} \), and \( \llbracket t^\delta \rrbracket_\rho s = \llbracket \llbracket t^\delta \rrbracket_\rho s \rrbracket_\rho \) for any \( s \in A^\delta \).
- \( \llbracket \alpha^\sigma \rrbracket_\rho \in A^{\sigma - \delta} \), and \( \llbracket \alpha^\sigma \rrbracket_\rho s = \llbracket \llbracket \alpha^\sigma \rrbracket_\rho s \rrbracket_\rho \) for any \( s \in A^\sigma \).
- \( \llbracket \text{Cdr}^S \rrbracket_\rho \) is the set of the continuous functions \( \{ \text{Cdr}^s \mid s \in A^\delta \} \).

4. A stream pre-model \( A \) is called full if \( A^{\delta - \delta} \) is the whole function space from \( A^\sigma \) to \( A^\delta \) for any \( \sigma \) and \( \delta \), and \( A^\sigma \) is \( \Pi_{i \in \mathbb{N}} A^{\sigma_i} \) for any \( \sigma \).

For example, let \( A^X \) be an arbitrary non-empty set for each \( X \), and then we can define a full stream model by \( A^{\delta - \delta} = A^\delta \to A^\delta \), which is the whole function space, and \( A^\sigma = \Pi_{i \in \mathbb{N}} A^{\sigma_i} \). An example of non-full stream model is the pointed CPO model, in which \( A^{\sigma - \delta} \) is the set of the continuous functions and \( A^\sigma \) is similarly defined as \( \Pi_{i \in \mathbb{N}} A^{\sigma_i} \).

In these two models, \( A^\sigma \) is canonically defined as \( \Pi_{i \in \mathbb{N}} A^{\sigma_i} \), but \( A^\sigma \) is not necessarily isomorphic to \( \Pi_{i \in \mathbb{N}} A^{\sigma_i} \) in general. One example is the following open term model, in which, from an infinite tuple \( \langle t_0, t_1, \cdots \rangle \), we can construct a stream \( S \) such that \( \text{cadr}_i(S) = \lambda_{\text{mean}} t_i \) for any \( i \geq 0 \). Moreover, the mapping \( \langle \pi_i \rangle_{i \in \mathbb{N}} \) from \( A^\sigma \) to \( \Pi_{i \in \mathbb{N}} A^{\sigma_i} \) is not necessarily injective. However, we can assume injectivity without any change of the following discussion, since the mapping \( [S] \mapsto \langle [\text{cadr}_i(S)] \rangle_{i \in \mathbb{N}} \) is injective in the open term model (Lemma 1).

\textbf{Proposition 2 (Open term model).} Define the sets

\[
\llbracket t \rrbracket = \{ u \mid \exists \Gamma, \Delta, [\Gamma; \Delta \vdash t = u : \delta] \} \quad \mathcal{T}^\delta = \{ \llbracket t \rrbracket \mid \exists \Gamma, [\Gamma; \Delta \vdash t : \delta] \}
\]
\[
\llbracket S \rrbracket = \{ U \mid \exists \Gamma, \Delta, [\Gamma; \Delta \vdash U = : \sigma] \} \quad \mathcal{T}^\sigma = \{ [S] \mid \exists \Gamma, [\Gamma; \Delta \vdash S : \sigma] \},
\]

and the functions

\[
\llbracket t \rrbracket \cdot [S] = [tS] \quad [t] :: [S] = [t :: S] \quad \text{Car}[S] = [\text{car} S] \quad \text{Cdr}[S] = [\text{cdr} S].
\]

This structure \( \mathcal{T} \) is a stream model with the meaning function given by \( \llbracket [t] \rrbracket_\rho = [t\theta^\rho] \), where \( \theta^\rho(x) = u \) for \( \rho(x) = [u] \) and \( \theta^\rho(\alpha) = S \) for \( \rho(\alpha) = [S] \).
Proof. Note that the functions, and \([t\theta]\) are well-defined. Bijectivity of (\(\cdot\)) follows from the axiom (\(\text{surj}\)), and extensionality of (\(\ast\)) follows from the axiom (\(\eta_S\)). The conditions for the meaning function are proved similarly to the untyped case.

**Theorem 1 (Soundness and completeness).** For any \(t\) and \(u\), \(\Gamma; \Delta \vdash t = u : \delta\) holds for some \(\Gamma\), \(\Delta\), and \(\delta\) if and only if \([t]_\rho = [u]_\rho\) holds for any stream model \(\mathcal{A}\) and \(\rho \in \text{Env}^A\).

**Proof.** \((\Rightarrow)\) The soundness is proved by induction on \(\Gamma; \Delta \vdash t = u : \delta\).

\((\Leftarrow)\) For the open term model, take an environment \(\rho\) as \(\rho(x) = [x]\) and \(\rho(\alpha) = [\alpha]\). By the assumption, we have \([t]_\rho = [u]_\rho\), so we have \(t = \mu_{\text{const}} u\).

One conclusion of the soundness (and the existence of a non-trivial stream model) is that \((\text{cdr}^\alpha)\rho = \mu_{\text{const}} (\text{cdr}^m \beta)\rho\) if and only if \(\alpha \equiv \beta\) and \(n = m\). Indeed, if either \(\alpha \not\equiv \beta\) or \(n \neq m\), we can construct a stream model which distinguishes the two streams \(\text{cdr}^\alpha\) and \(\text{cdr}^m \beta\).

Another conclusion is the consistency of \(\mu_{\text{const}}\).

**Theorem 2 (Consistency).** There exist closed \(\mu_{\text{const}}\)-terms \(t\) and \(u\) such that \(\vdash t : \delta\) and \(\vdash u : \delta\) hold, and \(\vdash t = \mu_{\text{const}} u\) does not hold.

**Proof.** As the proof of the previous lemma, we have a non-trivial stream model containing two distinct elements, so we have \(\lambda xy.x \neq \lambda xy.y\) in a similar way to the untyped case.

### 3 Friedman’s Theorem for Typed \(\mu_{\text{const}}\)

In this subsection, we will define the logical relations on the stream models for the typed \(\mu_{\text{const}}\), and by means of them, a characterization of the equality in \(\mu_{\text{const}}\) by a full stream model will be given.

First, we prove the injectivity of \(\langle \text{cadr}_i \rangle_{i \in \mathbb{N}}\) by the soundness and the existence of a non-trivial stream model.

**Lemma 1.** For any streams \(S_1\) and \(S_2\), if \(\text{cadr}_i(S_1) = \mu_{\text{const}} \text{cadr}_i(S_2)\) holds for all \(i \geq 0\), then we have \(S_1 = \mu_{\text{const}} S_2\).

**Proof.** We can easily show, by the induction on \(S\), that every \(S\) can be represented as the form of \(S = \mu_{\text{const}} t_1 : \cdots : t_n : \text{cdr}^m \alpha\) for some \(n\), \(m\), \(\alpha\), and \(t_i\) (1 \(\leq i \leq n\)). Then, we can assume \(S_1 = t_1 : \cdots : t_n : \text{cdr}^m \alpha\) and \(S_2 = u_1 : \cdots : u_n : \text{cdr}^k \beta\) for some \(n\), \(m\), and \(k\), since we have \(\text{cdr}^\gamma = \mu_{\text{const}} (\text{car}\text{cdr}^\gamma) : \text{cdr}^{i+1} \gamma\) by (\(\text{surj}\)). By the assumption, we have \(t_i = \mu_{\text{const}} u_i\) for any \(1 \leq i \leq n\). If \(\alpha \not\equiv \beta\), we can define \(\rho\) on a non-trivial stream model \(\mathcal{A}\) such that \(\pi_m(\rho(\alpha)) \neq \pi_k(\rho(\beta))\). For this \(\rho\), we have \([\text{cadr}_m(\alpha)]^\mathcal{A} = \pi_m(\rho(\alpha)) \neq \pi_k(\rho(\beta)) = [\text{cadr}_k(\beta)]_\rho^\mathcal{A}\), that contradicts the assumption. Hence we have \(\alpha \equiv \beta\). Moreover, if \(m \neq k\), we can define \(\rho'\) such that \(\pi_m(\rho'(\alpha)) \neq \pi_k(\rho'(\alpha))\), and then similarly we have contradiction, and therefore, we have \(m = k\). Hence we have \(S_1 = \mu_{\text{const}} S_2\).
The logical relations on the stream models are given as follows.

**Definition 6.** Let $A_1$ and $A_2$ be stream models. A family of binary relations $R^{\delta}$ indexed with the expanded types is a logical relation on $A_1$ and $A_2$ if the following hold:

- $R^{\delta} \subseteq A_1^t \times A_2^t$ and $R^\sigma \subseteq A_1^s \times A_2^s$,
- $R^X$ is non-empty for each $X$,
- $f_1 R^{\sigma \rightarrow \delta} f_2$ if and only if $\forall s_1 R^\sigma s_2 \cdot [f_1 \ast s_1 R^\delta f_2 \ast s_2]$, 
- $s_1 R^\sigma s_2$ if and only if $\forall \alpha \in N_i \cdot [\pi_i (s_1 R^\alpha s_2) \cdot \pi_i s_2]$.

Note that for any logical relation $R$, we have that $s_1 R^{\sigma \times \sigma} s_2$ if and only if $Car s_1 R^\sigma Car s_2$ and $Cdr s_1 R^\sigma Cdr s_2$. Therefore, if $\alpha_1 R^\sigma \alpha_2$ and $s_1 R^\sigma s_2$, then we have $(\alpha_1 :: s_1) R^{\sigma \times \sigma} (\alpha_2 :: s_2)$.

For the logical relations, we will show the fundamental lemma in the following. The definition of the logical relations and the fundamental lemma can be straightforwardly generalized to $n$-ary logical relations.

**Definition 7.** Let $R$ be a logical relation on stream models $A_1$ and $A_2$. For contexts $\Gamma$ and $\Delta$, we write $\rho_1 R^{\Gamma \cdot \Delta} \rho_2$ to denote the following:

$$\forall x \in \text{dom}(\Gamma), [\rho_1(x) R^{\Gamma(x)} \rho_2(x)], \quad \forall \alpha \in \text{dom}(\Delta), [\rho_1(\alpha) R^{\Delta(\alpha)} \rho_2(\alpha)].$$

**Proposition 3.** Let $R$ be a logical relation on stream models $A_1$ and $A_2$. If $\Gamma; \Delta \vdash \Delta_{\text{univ}} t : \delta$ and $\rho_1 R^{\Gamma \cdot \Delta} \rho_2$, then we have $[t]_{\rho_1} R^\delta [t]_{\rho_2}$.

**Proof.** By induction on the derivation of $\Gamma; \Delta \vdash \Delta_{\text{univ}} t : \delta$ and $\Gamma; \Delta \vdash S : \sigma$ simultaneously. In this proof, we omit the superscripts $A_1$ and $A_2$ for the meaning functions for simplicity.

- **Case (Ax) and (SAx).** These cases are proved by the assumption $\rho_1 R^{\Gamma \cdot \Delta} \rho_2$.
- **Case (Lam) $\lambda x^{\delta'} . t^{\sigma \rightarrow \delta} : \delta' \times \sigma \rightarrow \delta$.** Suppose that we have $s_1 R^{\delta' \times \sigma} s_2$, that is, $Cars s_1 R^\delta Cars s_2$ and $Cdrs s_1 R^\sigma Cdrs s_2$. Then we have $\rho[x \mapsto Car s_1] R^{\Gamma ; x : \delta' \rightarrow \Delta} \rho[x \mapsto Car s_2]$, so $[t]_{\rho_1[x \mapsto Car s_1]} R^{\delta' \times \sigma} [t]_{\rho_2[x \mapsto Car s_2]}$ holds by the induction hypothesis. Hence, we have $([\lambda x . t]_{\rho_1[x \mapsto Car s_1]} \ast Cdrs s_1) R^{\delta} ([\lambda x . t]_{\rho_2[x \mapsto Car s_2]} \ast Cdrs s_2)$, so we have $([\lambda x . t]_{\rho_1[x \mapsto Car s_1]} \ast s_1) R^{\delta} ([\lambda x . t]_{\rho_2[x \mapsto Car s_2]} \ast s_2)$ by the condition of $[\cdot]$. This holds for any $s_1 R^{\sigma} s_2$, so we have $[\lambda x . t]_{\rho_1[x \mapsto Car s_1]} R^{\delta' \times \sigma \rightarrow \delta} [\lambda x . t]_{\rho_2[x \mapsto Car s_2]}$.
- **Case (App) $t^{\delta' \times \sigma \rightarrow s} u^{\delta'} : \sigma \rightarrow \delta$.** Suppose that we have $s_1 R^\sigma s_2$. By the induction hypothesis, we have $[u]_{\rho_1} R^\sigma [u]_{\rho_2}$, so we have $[u]_{\rho_1} :: s_1 R^\delta [u]_{\rho_2} :: s_2$. By the induction hypothesis for $t$, we have $([t]_{\rho_1} \ast ([u]_{\rho_1} :: s_1)) R^{\delta} ([t]_{\rho_2} \ast ([u]_{\rho_2} :: s_2))$, which means $([t u]_{\rho_1[\ast s_1]} R^\delta ([t u]_{\rho_2[\ast s_2]}$ for any $s_1 R^\sigma s_2$. Therefore we have $[t u]_{\rho_1} R^{\delta' \times \sigma \rightarrow \delta} [t u]_{\rho_2}$.
- **Case (Mu) $\mu \alpha^{\sigma} . t^{\delta} : \sigma \rightarrow \delta$.** Suppose that we have $s_1 R^\sigma s_2$, and then we have $\rho_1[\alpha \mapsto s_1] R^{\Gamma \cdot \Delta_{\text{univ}} \alpha : \sigma} \rho_2[\alpha \mapsto s_2]$. By the induction hypothesis, we have $[t]_{\rho_1[\alpha \mapsto s_1]} R^{\delta} ([t]_{\rho_2[\alpha \mapsto s_2]}$, so we have $([\mu \alpha . t]_{\rho_1[\ast s_1]} R^{\delta} ([\mu \alpha . t]_{\rho_2[\ast s_2]}$ for any $s_1 R^\sigma s_2$ by the condition of $[\cdot]$. Therefore, we have $[\mu \alpha . t]_{\rho_1} R^{\delta' \times \sigma \rightarrow \delta} [\mu \alpha . t]_{\rho_2}$. 

7
Case (SApp) $t^\sigma \rightarrow^\delta S^{\sigma}$. By the induction hypothesis, we have $[t]_{\rho_1} \mathcal{R}^{\sigma \rightarrow^\delta [t]}_{\rho_2}$ and $[S]_{\rho_1} \mathcal{R}^{\sigma} [S]_{\rho_2}$, so we have $([t]_{\rho_1} \ast [S]_{\rho_1} ) \mathcal{R}^{\delta} ([t]_{\rho_2} \ast [S]_{\rho_2} )$, hence $[tS]_{\rho_1} \mathcal{R}^{\delta} [tS]_{\rho_2}$.

Case (Cons) $t^{\delta} :: S^\sigma$. By induction hypothesis, we have $[t]_{\rho_1} \mathcal{R}^{\delta} [t]_{\rho_2}$ and $[S]_{\rho_1} \mathcal{R}^{\sigma} [S]_{\rho_2}$, so we have $([t]_{\rho_1} :: [S]_{\rho_1} ) \mathcal{R}^{\delta \times \sigma} ([t]_{\rho_2} :: [S]_{\rho_2} )$, hence $[t :: S]_{\rho_1} \mathcal{R}^{\delta \times \sigma} [t :: S]_{\rho_2}$.

Case (Cdr) $\text{cdr} S^\sigma$. By induction hypothesis, we have $[S]_{\rho_1} \mathcal{R}^{\delta \times \sigma} [S]_{\rho_2}$, so we have $\text{Cdr}[S]_{\rho_1} \mathcal{R}^{\delta} [\text{Cdr}[S]]_{\rho_2}$, hence $[\text{cdr} S]_{\rho_1} \mathcal{R}^{\delta} [\text{cdr} S]_{\rho_2}$.

**Corollary 1 (Fundamental lemma).** Let $\mathcal{R}$ be a logical relation on $A_1$ and $A_2$. If $\vdash_{\text{type}} t : \delta$ holds, then we have $[t]^\text{A_1} \mathcal{R}^\delta [t]^\text{A_2}$.

**Definition 8.** Let $\mathcal{R}$ be a binary logical relation on $A_1$ and $A_2$. We call $\mathcal{R}$ functional if the following hold for any $\delta$ and $\sigma$:

1. $\forall a_1 a_2 a'_2, [a_1 \mathcal{R}^\delta a_2] \land [a_1 \mathcal{R}^\delta a'_2] \Rightarrow [a_2 = a'_2]$.
2. $\forall s_1 s_2 s'_2, [s_1 \mathcal{R}^\sigma s_2] \land [s_1 \mathcal{R}^\sigma s'_2] \Rightarrow [s_2 = s'_2]$.

A functional logical relation $\mathcal{R}$ is called surjective if $\forall a_2, \exists a_1, [a_1 \mathcal{R}^\delta a_2]$ and $\forall s_2, \exists s_1, [s_1 \mathcal{R}^\sigma s_2]$ holds for any $\delta$ and $\sigma$.

**Lemma 2.** 1. Suppose that a logical relation $\mathcal{R}$ on $A_1$ and $A_2$ is functional. For any closed typable $t$ and $u$, if $[t]^{A_1} = [u]^{A_1}$ holds, then $[t]^{A_2} = [u]^{A_2}$ holds.

2. Moreover, suppose that $\mathcal{R}$ is surjective. For any typable (open) terms $t$ and $u$, if $[t]^{A_1} = [u]^{A_1}$ holds for any $\rho_1$, then $[t]^{A_2} = [u]^{A_2}$ holds for any $\rho_2$.

**Proof.** 1. By the fundamental lemma, we have $[t]^{A_1} \mathcal{R}^{\delta} [t]^{A_2}$ and $[u]^{A_1} \mathcal{R}^{\delta} [u]^{A_2}$. Hence we have $[t]^{A_2} = [u]^{A_2}$, since we have $[t]^{A_1} = [u]^{A_1}$ and $\mathcal{R}$ is functional.

2. For any $\rho_2 \in \text{Env}^{A_2}$ and any $x$, there exists $a_1$ such that $a_1 \mathcal{R}^{\delta} (x)$ since $\mathcal{R}$ is functional and surjective. Similarly, for any $\alpha$, there exists $s_1$ such that $s_1 \mathcal{R}^{\delta} (\alpha)$. Then, we can define $\rho_1 \in \text{Env}^{A_1}$ as $\rho_1 (x) = a_1$ for $a_1 \mathcal{R}^{\delta} (x)$ and $\rho_1 (\alpha) = s_1$ for $s_1 \mathcal{R}^{\delta} (\alpha)$. We have $\rho_1 \mathcal{R}^{\delta} (\alpha)$, so we have $[t]_{\rho_1}^{A_1} \mathcal{R}^{\delta} [t]_{\rho_2}^{A_2}$ and $[u]_{\rho_1}^{A_1} \mathcal{R}^{\delta} [u]_{\rho_2}^{A_2}$ by Proposition 2. Since $[t]_{\rho_1}^{A_1} = [u]_{\rho_1}^{A_1}$ holds by the assumption, we have $[t]_{\rho_2}^{A_2} = [u]_{\rho_2}^{A_2}$ by functionality.

The following theorem gives a characterization of $\vdash_{\text{type}} t : \delta$, corresponding to the well-known Friedman’s theorem [7]: the extensional equality in $\lambda^\rightarrow$ is characterized by an arbitrary individual full type hierarchy with infinite bases.

**Theorem 3 (Friedman’s theorem for $\vdash_{\text{type}}$).** Suppose that a stream model $F$ is full and all of $F^X$ are infinite. Then, for any closed typable $t$ and $u$, $t =_{\text{type}} u$ holds if and only if $[t]^{F} = [u]^{F}$ holds.

**Proof.** The only-if part follows from the soundness.

For the if part, we will prove a more general result that for any (open) typable $t$ and $u$, $t =_{\text{type}} u$ holds if $[t]_{\rho}^{F} = [u]_{\rho}^{F}$ holds for any $\rho \in \text{Env}^{F}$. Consider the
open term model \( T \), and then we have that \( t =_{A_{\mu_{\text{cons}}}} u \) holds if and only if \([t]_T = [u]_T\) holds for any \( \rho \). Hence, it is sufficient to prove that there exists a surjective functional logical relation \( R \) from \( F \) to \( T \). This is proved by induction on types.

Case \( X \). \( T^X \) is countably infinite set, and \( F^X \) is infinite by the assumption, so there is a surjective function from \( F^X \) to \( T^X \).

Case \( \sigma \to \delta \). (Functionality) Suppose \( fR^{\sigma \to \delta} f' \) and \( fR^{\sigma \to \delta} f'' \) for \( f \in F^{\sigma \to \delta} \) and \( f', f'' \in T^{\sigma \to \delta} \). By the definition of the logical relation, for any \( sR^\sigma s' \), we have \( f(s)R^\delta f's' \) and \( f(s)R^\delta f''s' \). By the induction hypothesis, \( R^{\delta} \) is functional, and hence \( f's' = f''s' \). By the induction hypothesis again, \( R^{\sigma} \) is surjective, so, for any \( s' \in T^{\sigma} \), we have some \( s \in F^{\sigma} \) such that \( sR^{\sigma} s' \). Therefore, we have \( f's' = f''s' \) for any \( s' \), so \( f = f'' \) by the extensionality.

(Surjectivity) Let \( f' \in T^{\sigma \to \delta} \). If \( sR^{\sigma} s' \), there exists \( a \in F^{\delta} \) such that \( aR^{\delta} f's' \) since \( R^{\delta} \) is surjective by the induction hypothesis. Fix such an \( a \) for each \( s' \), and define \( f \in F^{\sigma} \to F^{\delta} = F^{\sigma \to \delta} \) as follows:

\[
f(s) := \begin{cases} a & (sR^{\sigma} s' \text{ and } aR^{\delta} f's' \text{ for some } s') \\ a_0 & \text{(otherwise)}, \end{cases}
\]

where \( a_0 \) is a fixed element in \( F^{\delta} \). What we have to show is \( fR^{\sigma \to \delta} f' \), that is, for any \( sR^{\sigma} s' \), \( f(s)R^{\delta} f's' \), and it holds by the definition of \( f \).

Case \( \Pi_{i \in I} \delta_i \). (Functionality) Suppose \( sR^{\Pi_{i \in I} \delta_i} s'_1 \) and \( sR^{\Pi_{i \in I} \delta_i} s'_2 \). We have \( \pi_i sR^{\delta_i} \pi_i s'_1 \) and \( \pi_i sR^{\delta_i} \pi_i s'_2 \), so \( \pi_i s'_1 = \pi_i s'_2 \) for any \( i \) by the functionality of \( R^{\delta_i} \). Let \( s'_1 = [S_1] \) and \( s'_2 = [S_2] \), and then we have \( \text{cadr}(S_1) =_{A_{\mu_{\text{cons}}}} \text{cadr}(S_2) \) for any \( i \). By Lemma 1, we have \( S_1 =_{A_{\mu_{\text{cons}}}} S_2 \), that is, \( s'_1 = s'_2 \) holds.

(Surjectivity) Let \( s' \in T^{\Pi_{i \in I} \delta_i} \). By the surjectivity of \( R^{\delta_i} \), there exists \( a_i \in F^{\delta_i} \) such that \( a_i R^{\delta_i} \pi_i s' \) for each \( i \). Then, for \( s = (a_0, a_1, \cdots) \in \Pi_{i \in I} A^{\delta_i} = A_{\Pi_{i \in I} \delta_i} \), we have \( \pi_i s = a_i R^{\delta_i} \pi_i s' \) for any \( i \), so we have \( sR^{\Pi_{i \in I} \delta_i} s' \).

4 Relationship with Existing Systems

In this section, we discuss the relationship between our systems and the existing related type systems such as Pagani and Saurin’s \( A_S \) in [12, 16], Parigot’s original \( \lambda\mu \)-calculus in [13], and Gaboardi and Saurin’s \( A_S \) in [8].

4.1 Pagani and Saurin’s \( A_S \) and Parigot’s \( \lambda\mu \)

Compared to Pagani and Saurin’s \( A_S \), we restrict functional types to ones from streams to terms, but, regarding typability, \( A_{\mu_{\text{cons}}} \) is not less than \( A_S \). Indeed, we can give a translation from [12, 16] to \( A_{\mu_{\text{cons}}} \) preserving typability.

The types of \( A_S \) are defined as

\[
T ::= o \mid T \to T \mid S \Rightarrow T \quad S ::= \bot \mid T \to S,
\]

and \( T \) and \( S \) correspond to term types and stream types in \( A_{\mu_{\text{cons}}} \), respectively. We consider types modulo the equivalence defined from the axiom \( (T \to S) \Rightarrow \)
The stream type of the form $T \to S$ corresponds to the product type $T \times S$ in our system. Our notation seems natural to represent types of streams constructed from the pair of head and tail of the streams, whereas the notation of $\mu\lambda$ also seems natural under correspondence between streams and (evaluation) contexts. For example, a stream constructed from a head $t$ and a tail $s$ is represented as a context $[t]$, the type of which should be the type of the function expected to fill the hole. Therefore, when $t$ has a type $T$ and $s$ has a type $S$, the context should have the type $T \to S$ as $[5]$.

A formal definition of the translation from $\lambda\mu$ can be given as follows.

**Definition 9.** Fix a type variable $O$ in $\mu\lambda\kappa$. We define the translation $\overline{\cdot}$ from the $\lambda\mu$-types to the $\mu\lambda\kappa$-types by

$$
\overline{O} = [O] \to O \quad \overline{T \to T'} = \overline{T} \times \overline{T}' \quad \overline{S \to T} = \overline{S} \to \overline{T}
$$

where $T$ is always an arrow type and we put $\overline{T} = T$.

Then, we can easily show that $\overline{T \equiv T'}$ implies $\overline{T} \sim \overline{T'}$, and the following is proved by a straightforward induction.

**Proposition 4.** If $\Gamma \vdash_{\lambda\mu} t : T; \Delta$, then $\overline{T}; \overline{\Delta} \vdash_{\mu\lambda\kappa} t : T$.

**Example 2.** Pagani and Saurin showed in [12] that the control operator `call/cc` represented as the $\lambda\mu$-term $\lambda x.\mu x.(\lambda y.\mu y.ya)\alpha$ has a type

$$
\overline{T_{call/cc}} = (((S \to T) \to (S \to T')) \to (S \to T')) \to (S \to T')
$$

for any term types $T$, $T'$, and any stream types $S$, $S'$ in their type system. Hence, in $\mu\lambda\kappa$, `call/cc` has the type

$$
\overline{T_{call/cc}} = ((\sigma_a \to X) \times \sigma_beta \to X) \times \sigma_a \to Y) \times \sigma_a \to Y.
$$

This example suggests a relationship between (the first-order fragment of) the original typed $\lambda\mu$-calculus and our type system. The type of `call/cc` in the original system is known as Peirce’s law $((A \to B) \to A) \to A$, which shows the $\lambda\mu$-calculus corresponds to the classical logic. On the other hand, our system seems intuitionistic whereas `call/cc` has a type in it. That can be understood by the fact that the type of `call/cc` in our system is a negative translation of the Peirce’s law.

Saurin [16] and van Bakel et al. [19] showed that their type systems correspond to the image of negative translations from the classical logic to the intuitionistic logic, and we can show the same result for our system as follows. The following is a simplified variant of the composition of the translation from $\lambda\mu$ to $\lambda\mu\kappa$ in [16] and the translation in Definition 9. It corresponds to the continuation-passing-style translation of Thielecke [18].
Definition 10 (Negative translation). We fix a type variable $O$ and an arbitrary stream type $\theta$ (for example, we take $\theta = [O]$). We write $\neg \sigma$ for $\sigma \to O$. The negative translations $\overline{\Gamma}$ from the implicational formulas to term types in $\Lambda_{\mu_{\text{cons}}}$ and $\overline{\cdot}$ from the implicational formulas to stream types in $\Lambda_{\mu_{\text{cons}}}$ are defined as

$$\overline{\Gamma} = \neg \overline{\cdot}$$

$$p^* = \theta$$

$$(A \to B)^* = \neg A^* \times B^*.$$

Proposition 5. If $\Gamma \vdash t : A : \Delta$ holds in the Parigot’s original typed $\lambda\mu$-calculus in [13], then $\neg \overline{\Gamma} ; \neg \overline{\cdot} \vdash t : \neg A^*$ holds in $\Lambda_{\mu_{\text{cons}}}$.

As a corollary of the proposition, every typable $\lambda$-term in the simply-typed $\lambda$-calculus, denoted by $\lambda^\rightarrow$, is typable in $\Lambda_{\mu_{\text{cons}}}$. Moreover, for the $\lambda$-terms, we have a more direct translation on types, which is similar to the translation given in [19]. Fix an arbitrary type variable $O$, and define the translation on the simple types as

$$(\theta_0 \to \cdots \to \theta_n \to X)^\# = \theta_0^\# \times \cdots \times \theta_n^\# \times [O] \to X.$$

Then, for any $\lambda$-term $t$, if $\Gamma \vdash t : \theta$ holds in $\lambda^\rightarrow$, then we have $\Gamma^\# ; \vdash t : \theta^\#$ in $\Lambda_{\mu_{\text{cons}}}$. Hence, regarding typability, $\Lambda_{\mu_{\text{cons}}}$ can be considered to include $\lambda^\rightarrow$, $\lambda\mu$, and $\Lambda_{\mu_S}$. On the other hand, $\Lambda_{\mu_{\text{cons}}}$ can type properly wider class of terms than the other systems due to the recursive types, that is, $\Lambda_{\mu_{\text{cons}}}$ is not conservative over $\lambda^\rightarrow$ with respect to typability. An example is the following. Let $\delta = [X] \to X$ and $\Gamma = f : \delta, a : X$. Then, both $\Gamma ; f a : \delta$ and $\Gamma ; f a a : \delta$ hold since we have $[X] \sim X \times [X]$. Therefore, the term $w(x(fa))(x(faa))$ has the type $\delta$ under the context $\Gamma, w : \delta \times \delta \times [X] \to X, x : \delta \times [X] \to X$ in $\Lambda_{\mu_{\text{cons}}}$. The typability of this term seems natural, when we think $f$ as a function on streams of the type $[X]$, and applications $fa$ and $faa$ as partial application of $f$, and then both $fa$ and $faa$ are also functions on streams of the type $[X]$. On the other hand, in the other systems, the types of $yz$ and $yzz$ must be distinct, and therefore $w(x(yz))(x(yzz))$ has no type. Note that the term in this example is a $\lambda$-term, and hence it shows the typability in $\Lambda_{\mu_{\text{cons}}}$ is not conservative over $\lambda^\rightarrow$.

Proposition 6. Every typable term in either $\lambda^\rightarrow$, $\lambda\mu$, or $\Lambda_{\mu_S}$ is typable in $\Lambda_{\mu_{\text{cons}}}$. On the other hand, there is a $\lambda$-term which is typable in $\Lambda_{\mu_{\text{cons}}}$, and not typable in neither $\lambda^\rightarrow$, $\lambda\mu$, nor $\Lambda_{\mu_S}$.

4.2 Gaboardi and Saurin’s $\Lambda_S$ and Recursive Types

Gaboardi and Saurin [8] proposed the coercion operator from stream to terms, which enables to represent functions returning streams such as $\text{cdr}$. The proposed system $\Lambda_S$ is defined based on $\Lambda_{\mu_S}$, and contains a coercion operator from streams to terms and its inverse, which are denoted by $\text{tm}$ and $\text{st}$ in this paper, with typing rules

$$\begin{align*}
S : \sigma \\
t : \text{Str}(\sigma)
\end{align*}$$

$$\begin{align*}
\text{tm}(S) : \text{Str}(\sigma) \\
\text{st}(t) : \sigma
\end{align*}$$
where \( \text{Str}(\sigma) \) is the term type for the coerced streams of type \( \sigma \). The stream models can be extended to the coercion operators in a straightforward way by defining \( A^{\text{Str}(\sigma)} = A^\sigma \), \([\text{sm}(S)] = [S]\), and \([\text{st}(t)] = [t]\).

Gaboardi and Saurin’s \( A_S \) also considers recursive types. We adopt the restricted form of the recursive types for streams. We can define a translation from \( A_{\mu_{\text{cons}}} \) to \( A_S \) preserving typability. See Appendix B.

The recursive stream types are essential if we consider recursive functions in typed setting. For example, consider the \( \text{nth} \) function. Let \( Y \) be a fixed point combinator in the untyped \( \lambda \)-calculus. The function \( \text{nth} \) is defined in the untyped \( A_{\mu_{\text{cons}}} \) as

\[
\text{nth} \equiv Y(\lambda f.\mu a. \lambda n. \text{ifzero } n \text{ then } (\text{car } a) \text{ else } f(\text{cdr } a)(\text{pred } n)),
\]

where \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.

Suppose the unit type 1 and the type \( N \) of the natural numbers as the base term types, the only constant \([()]\) of the type \([1]\), and some primitive operations defined on the type \([1]\). Note that, by the recursive structure of the type \([1]\), the function \( \text{nth} \) is in \( \text{ifzero} \) and \( \text{pred} \) are supposed to be defined on the Church numerals, and then we have \( \text{nth}(t_0 :: \cdots :: t_m :: S)k = A_{\mu_{\text{cons}}} t_k \) for any \( k \leq m \), where \( k \) is the Church numeral representing \( k \). The function \( \text{nth} \) can be typed with help of the recursive structure of stream types under the assumption of existence of typed fixed-point operators.
- $A^N$ includes $\mathbb{N}$, and the primitive operators on $N$ are interpreted in an appropriate way such as $[\text{pred}]^A$ is an element of $A^{\mathbb{N} \to \mathbb{N}}$ such that $[\text{pred}]^A \star n + 1 = n$.
- $\text{Fix}_S := [\text{fix}_S]^A$ is an element of $A^{(\delta \to \delta) \to \delta}$ such that, for any $f \in A^{(\delta \to \delta)}$,

$$\text{Fix}_S \star f = f \star (\text{Fix}_S \star f).$$

**Example 3.** An example of the extended stream model can be constructed as the pointed CPO model.
- $D^1$ and $D^N$ are the flat domains constructed from $\{\bullet\}$ and $\mathbb{N}$, respectively.
- $D^{\delta \to \delta} := [D^{\delta} \to D^{\delta}]$ is the set of continuous functions, and $D^\alpha := \Pi_{n \in \mathbb{N}} D^{(\alpha)}$.
- For any $p \in D^{\delta \to \delta} = D^{\delta \to \delta} \times D^1$,

$$\text{Fix}_S(p) := \bigsqcup_{n \in \mathbb{N}} (\exists d \in D^{\delta}. (\text{Car} p)(d :: (\text{Cdr} p)))^n(\bot).$$

Note that, in particular, when $p = f$ for $f \in A^{(\delta \to \delta)}$, we have

$$\text{Fix}_S(f) = \bigsqcup_{n \in \mathbb{N}} (\exists d \in D^{\delta}. f(d))^n(\bot).$$

Recursive functions returning streams are defined with the help of the coercion $\text{tm}$. An example is the function $\text{alt}$ interleaving two streams as

$$\text{alt}(t_1 :: t_2 :: \cdots)(u_1 :: u_2 :: \cdots) = t_1 :: u_1 :: t_2 :: u_2 :: \cdots,$$

which is simply defined as $\text{alt} = \text{fix}_S G$ with $\delta = [\tau] \to [\tau] \to \text{Str}([\tau])$ and

$$G = \mu_{\delta, \alpha, \beta} \cdot g [\tau] \cdot \mu_{\tau} [\tau]. \text{tm}(\alpha \cdot \text{car} \beta :: \text{car} \beta :: \text{st}(g(\text{cdr}\alpha)(\text{cdr}\beta))),$$

and then $\text{alt}$ has the type $\delta$.

Note that we have to use the extra coercion (模块) over $\text{st}$ of $A_S$, because $\text{st}(t)$ is typed only when $t$ is a coerced stream.
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A Equivalence on Stream Types

We give a direct proof of the following theorem. We use metavariables $\delta, \delta', \cdots$ for sequences of term types. We write $|\delta|$ for the length of the sequence $\delta$, and write $\langle \delta \rangle = \langle \delta' \rangle$ for that $|\delta| = |\delta'|$ and $\{\delta_i\} = \{\delta_i'\}$ for any $0 \leq i \leq |\delta| - 1$.

**Theorem 4.** For any types $\delta$ and $\delta'$, $\delta \sim \delta'$ is equivalent to $\langle \delta \rangle = \langle \delta' \rangle$.

We divide the theorem into the following two propositions.

**Proposition 7.** If $\delta \sim \delta'$ holds, then $\langle \delta \rangle = \langle \delta' \rangle$.

**Proof.** By induction on $\delta \sim \delta'$. 

Case (Fld). We have $\delta_0 \times \langle \delta_1, \cdots, \delta_{n-1}, \delta_0 \rangle = \delta_0 \times \Pi_{i \in \langle \delta_{(i+1) \mod n} \rangle} = \Pi_{i \in \langle \delta_{(i \mod n)} \rangle}$. 

Case (Ctr). By the induction hypothesis, we have the following.

$$\langle \delta_0 \times \cdots \times \delta_{n-1} \rangle = \langle \sigma \rangle \quad \text{(*)}$$

We show that, for any $i \geq 0$, the $i$-th component of $\langle \sigma \rangle$ is $\langle \delta_{i \mod n} \rangle$ by induction on $i$.

Subcase $0 \leq i < n$. By (*).

Subcase $i \geq n$. By (*), we have $\langle \sigma_i \rangle = \langle \sigma_{i-n} \rangle$. By the induction hypothesis, we have $\langle \sigma_{i-n} \rangle = \langle \delta_{i-n \mod n} \rangle = \langle \sigma_{i \mod n} \rangle$.

In order to show the converse direction, we prove the following lemmas.

**Lemma 3.** If $\langle \langle \delta \rangle \rangle = \langle \langle \delta' \rangle \rangle$ and $\gcd(|\delta|, |\delta'|) = k$, then there exists $\delta''$ of the length $k$ such that $\langle \langle \delta \rangle \rangle = \langle \langle \delta', \cdots, \delta'' \rangle \rangle$ and $\langle \langle \delta' \rangle \rangle = \langle \langle \delta', \cdots, \delta'' \rangle \rangle$.

**Proof.** Let $I = |\delta|/k$ and $J = |\delta'|/k$, $\delta = \delta_1, \cdots, \delta_I$, and $\delta' = \delta_1', \cdots, \delta'_J$, where all of $|\delta_i|$ and $|\delta_i'|$ are $k$. Note that $I$ and $J$ are relatively prime.

For $l \in \mathbb{N}$, the components from $(l \cdot k)$-th to $((l+1) \cdot k-1)$-th of $\{\langle \delta \rangle\}$ and $\{\langle \delta' \rangle\}$ are $\{\langle \delta_{(l \cdot k) \mod I} \rangle\}$ and $\{\langle \delta_{(l \cdot k) \mod J} \rangle\}$, respectively. By the assumption $\langle \langle \delta \rangle \rangle = \langle \langle \delta' \rangle \rangle$, we have $\langle \delta_{(l \cdot k) \mod I} \rangle = \langle \delta_{(l \cdot k) \mod J} \rangle$. By the Chinese remainder theorem, we have $\langle \delta_i \rangle = \langle \delta'_i \rangle$ for any $i, j$. Hence, let $\delta'' = \delta_1$, and we have $\langle \langle \delta \rangle \rangle = \langle \langle \delta'', \cdots, \delta'' \rangle \rangle$.

**Definition 12.** The depth of types are defined as follows.

$$d(X) = 0 \quad d(\sigma \rightarrow \delta) = \max\{d(\sigma), d(\delta)\} + 1$$

$$d(\langle \delta_0, \cdots \rangle) = \max\{d(\delta_0), \cdots \} + 1 \quad d(\delta \times \sigma) = \max\{d(\delta) + 1, d(\sigma)\}$$

**Lemma 4.** 1. If $\delta \sim \delta'$ is derivable without the rule (Ctr), then $d(\delta) = d(\delta')$.

2. If $\langle \delta \rangle = \langle \delta' \rangle$, then $d(\delta) = d(\delta')$. 
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Proof. 1. By induction on $\delta \sim \delta'$.
2. Define the depth of expanded types as
   \[ d(\Pi_{i \in N} \delta_i) = \max\{d(\delta_i) \mid i \in N\} + 1, \]
   and then we have $d(\sigma) = d(\llbracket\sigma\rrbracket)$.

Proposition 8. If $\llbracket\delta\rrbracket = \llbracket\delta'\rrbracket$ holds, then $\delta \sim \delta'$.

Proof. We prove $\llbracket\delta\rrbracket = \llbracket\delta'\rrbracket \Rightarrow \delta \sim \delta'$ and $\llbracket\sigma\rrbracket = \llbracket\sigma'\rrbracket \Rightarrow \sigma \sim \sigma'$ simultaneously by induction on $d(\delta)$ and $d(\sigma)$. We will see the second statement.

For any stream types $\sigma$ and $\sigma'$, we can derive the following without (Ctr) for some $\delta_i$, $\delta'_i$, $\delta$, and $\delta'$:

1. $\sigma \sim \delta_1 \times \cdots \times \delta_m \times \llbracket\delta\rrbracket$
2. $\sigma' \sim \delta'_1 \times \cdots \times \delta'_m \times \llbracket\delta'\rrbracket$.

By the assumption, we have $\llbracket\delta_i\rrbracket = \llbracket\delta'_i\rrbracket$ for $1 \leq i \leq m$ and $\llbracket\delta\rrbracket = \llbracket\delta'\rrbracket$. By Lemma 4, $d(\delta_i)$ and $d(\delta)$ for $\delta \leq \delta$ are less than $d(\sigma)$. Hence we have $\delta_i \sim \delta'_i$ by the induction hypothesis. By Lemma 3, there exists $\delta''$ such that $\llbracket\delta_i\rrbracket = \llbracket\delta''_1, \cdots, \delta''_n\rrbracket$ and $\llbracket\delta\rrbracket = \llbracket\delta''_1, \cdots, \delta''_n\rrbracket$, and we have $\delta \sim (\delta''_1, \cdots, \delta''_n)$ and $\delta' \sim (\delta''_1, \cdots, \delta''_n)$ by the induction hypothesis. Therefore, we have $\llbracket\delta\rrbracket \sim \llbracket\delta''\rrbracket \sim \llbracket\delta\rrbracket$, and then $\sigma \sim \sigma'$.

B Embedding into Gaboardi and Saurin’s $\Lambda_S$

Definition 13. We define a translation from $\Lambda_{\mu\text{cons}}$ to $\Lambda_S$ as follows.

On types:

\[
\begin{align*}
\bar{X} &= X \\
[\delta_0, \cdots, \delta_{n-1}] &= \mu X. \delta_0 \to \cdots \to \delta_{n-1} \to \bar{X} \\
\sigma &\Rightarrow \delta = \sigma \Rightarrow \delta
\end{align*}
\]

On terms:

\[
\begin{align*}
x &= x \\
\lambda x. t &= \lambda x. t \\
tu &= t \cdot u \\
\mu_\alpha. t &= \mu_\alpha. t \\
\text{cdr} S &= \sigma((\lambda x. \mu_\alpha. r(\alpha))(S)) \\
\end{align*}
\]

Proposition 9. 1. If $\Gamma; \Delta \vdash_{\Lambda_{\mu\text{cons}}} t : \delta$, then $\Gamma; \Delta \vdash_{\Lambda_S} \llbracket t \rrbracket : \llbracket \delta \rrbracket$.
2. If $t = u$ is derivable in $\Lambda_{\mu\text{cons}}$ without use of (surj), then $\llbracket t \rrbracket = \llbracket u \rrbracket$ in $\Lambda_S$.